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Introduction I

Let X1, . . . ,Xn be a sequence of independent d-dimensional random
vectors for some fixed integer d ¥ 1. The aim of this work is to study,
both theoretically and empirically, nonparametric tests for the
detection of a change-point in the sequence X1, . . . ,Xn.

The corresponding null hypothesis is

H0 : DP0 such that X1, . . . ,Xn have law P0. (1)

As frequently done, the behavior of the derived tests will be
investigated under the alternative hypothesis of a single change-point:

H1 : D distinct P1 and P2, and k� P t1, . . . , n � 1u such that

X1, . . . ,Xk� have law P1 and Xk��1, . . . ,Xn have law P2. (2)

There exists an abundant literature on nonparametric tests for
change-point detection. We shall not review here procedures designed
for serially dependent observations.
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Introduction II

The approaches proposed for sequences of independent observations
differ, on one hand, according to the test statistic, and on the other
hand, according to the resampling technique used to compute an
approximate p-value for the test statistic.

In terms of the test statistic, two frequently encountered classes of
approaches are those based on U-statistics (see e.g. Csörgő and
Horváth, 1988; Ferger, 1994; Gombay and Horváth, 2002; Horváth
and Hušková, 2005) and those based on empirical c.d.f.s (see e.g.
Gombay and Horváth, 1999; Horváth and Shao, 2007).

As far as the resampling technique is concerned, one finds approaches
based on permutations of the original sequence (see e.g. Antoch and
Hušková, 2001; Horváth and Hušková, 2005; Horváth and Shao, 2007)
and approaches that use a weighted bootstrap based on multiplier
central limit theorems (see e.g. Gombay and Horváth, 1999, 2002).
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Introduction III

For a broader presentation of the field of change-point analysis, we
refer the reader to the monographs by Brodsky and Darkhovsky
(1993) and Csörgő and Horváth (1997).

In this work, we revisit and extend the approach proposed by Gombay
and Horváth (1999) based on the test statistic

Tn,_ � max
1¤k¤n�1

kpn � kq
n3{2

sup
xPRd

��Fkpxq � F �
n�kpxq

�� ,
where

Fkpxq � 1

k

ķ

i�1

1pXi ¤ xq and F �
n�kpxq �

1

n � k

ņ

i�k�1

1pXi ¤ xq

are the empirical c.d.f.s computed from X1, . . . ,Xk and Xk�1, . . . ,Xn,
respectively (see also Csörgő and Horváth, 1997, Section 2.6).
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Introduction IV
From a theoretical perspective, we work in the framework of the
theory of empirical processes as presented for instance in van der
Vaart and Wellner (2000) and Kosorok (2008).

To obtain results that are valid for many different classes of
functions (in the sense of empirical process theory), we first extend
the multiplier central limit theorem (see e.g. Kosorok, 2008, Theorem
10.1 and Corollary 10.3) to the sequential setting.

From a more practical perspective, we consider a large number of
candidate test statistics based on processes indexed by lower-left
orthants and by half-spaces, and we study the finite-sample
performance of the corresponding tests through extensive Monte Carlo
experiments involving univariate, bivariate and trivariate data sets.

As we shall see, in the multivariate case, the tests based on processes
indexed by half-spaces appear to be substantially more powerful than
more classical tests based on multivariate empirical c.d.f.s (i.e., based
on processes indexed by lower-left orthants).
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Introduction V

The last section of this presentation contains practical
recommendations and presents an application of the studied tests to
trivariate hydrological data.

Note finally that the code of all the tests studied in this work will be
documented and released as an R package whose tentative name is
npcp.
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Notation and setting I

All the random variables used in this work are defined with respect to
the underlying probability space pΩ,G,Pq and the outer probability
measure corresponding to P is denoted by P�.

Let X1, . . . ,Xn be i.i.d. d-dimensional random vectors with law P,
and let F be a class of measurable functions from Rd to R. The
empirical measure is defined to be Pn � n�1

°n
i�1 δXi

, where δx is the
measure that assigns a mass of 1 at x and zero elsewhere.

For f P F , Pnf denotes the expectation of f under Pn, and Pf the
expectation under P, i.e.,

Pnf � 1

n

ņ

i�1

f pXi q and Pf �
»
f dP.

The empirical process evaluated at f is then defined as
Gnf �

?
npPnf � Pf q.
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Notation and setting II
Saying that F is P-Donsker means that the sequence of processes
tGnf : f P Fu converges weakly to a P-Brownian bridge
tGP f : f P Fu in the space `8pFq of bounded functions from F to R
equipped with the uniform metric in the sense of Definition 1.3.3 of
van der Vaart and Wellner (2000).

Following usual notational conventions, this weak convergence will
simply be denoted by Gn  GP in `8pFq. Furthermore, we say that
Fe : Rd Ñ R is an envelope for F if Fe is measurable and
|f pxq| ¤ Fepxq for every f P F and x P Rd .

The advantage of working in this general framework is that the
forthcoming results remain valid for many P-Donsker classes F .

By taking F to be the class of indicator functions of lower-left

orthants in Rd , i.e., F � ty ÞÑ 1py ¤ xq : x P Rdu with
R � RY t�8,8u, one recovers the setting studied in Csörgő and
Horváth (1997, Section 2.6) and based on empirical cumulative
distribution functions (c.d.f.s).
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Notation and setting III

Although this is a natural choice for F , many other choices might be
of interest in practice such as the class of indicator functions of closed
balls, rectangles or half-spaces (see Romano, 1988, for a related
discussion regarding the choice of F).
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A multiplier central limit theorem for the sequential
empirical process I

The sequential empirical process is defined as

Znps, f q � 1?
n

tns u̧

i�1

tf pXi q�Pf u �
a
λnpsqGtnsuf , s P r0, 1s, f P F ,

where λnpsq � tnsu{n and with the convention that P0f � 0 for all
f P F .

According to Theorem 2.12.1 of van der Vaart and Wellner (2000), F
being P-Donsker is equivalent to Zn  ZP in `8pr0, 1s � Fq, where
ZP is a tight centered mean-zero Gaussian process with covariance
function

covtZPps, f q,ZPpt, gqu � ps ^ tqpPfg � PfPgq

known as a P-Kiefer-Müller process.

Ivan Kojadinovic (UPPA) AMMSI Workshop Pau, January 2013 11 / 40



A multiplier central limit theorem for the sequential
empirical process II

Given i.i.d. random variables ξ1, . . . , ξn with mean 0 and variance 1,
satisfying

³8
0 tPp|ξ1| ¡ xqu1{2dx   8, and independent of the random

sample X1, . . . ,Xn, we define the following multiplier version of Zn:

rZnps, f q � 1?
n

tns u̧

i�1

ξitf pXi q � Pf u, s P r0, 1s, f P F .

Notice that the empirical process rZn depends on the unknown map
f ÞÑ Pf and therefore cannot be computed.
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A multiplier central limit theorem for the sequential
empirical process III

With applications in mind, we define two versions of rZn (depending
on how f ÞÑ Pf is estimated) that can be fully computed. For any
s P r0, 1s, f P F , let

pZnps, f q � 1?
n

tns u̧

i�1

ξitf pXi q � Ptnsuf u �
1?
n

tns u̧

i�1

pξi � ξ̄tnsuqf pXi q,

where ξ̄tnsu � tnsu�1
°tnsu

i�1 ξi and ξ̄0 � 0 by convention, and let

qZnps, f q � 1?
n

tns u̧

i�1

ξitf pXi q � Pnf u.
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A multiplier central limit theorem for the sequential
empirical process IV

The following result is then a partial extension of the multiplier
central limit theorem (see e.g. Kosorok, 2008, Theorem 10.1 and
Corollary 10.3) to the sequential setting.

Theorem

Let F be a P-Donsker class with measurable envelope Fe such that
PF 2

e   8. Then, pZn, rZn, pZn, qZnq pZP ,Z1P ,Z1P ,Z1Pq in
t`8pr0, 1s � Fqu4, where Z1P is an independent copy of ZP .

Theorem 1 suggests the following interpretation: when n is large, rZn

can be regarded as “almost” an independent copy of Zn, while pZn

and qZn can be regarded as computable copies of rZn. As we shall see,
this interpretation is at the root of the resampling technique
considered later.
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A multiplier central limit theorem for the sequential
empirical process V

Although each of pZn and qZn could be regarded as “almost” an
independent copy of Zn, their behavior for moderate n might differ
quite substantially.

In our Monte Carlo experiments, we empirically investigate which ofpZn or qZn leads to tests for change-point detection with the best
finite-sample properties.
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Application to change-point detection I

Recall that the null and alternative hypotheses under consideration
are given in (1) and (2), respectively.

Let F be a class of measurable functions. In order to test the
aforementioned hypotheses, we extend the approach studied in detail
by Csörgő and Horváth (1997, Section 2.6) and compare, for all
k P t1, . . . , n � 1u,

Pk f � 1

k

ķ

i�1

f pXi q and P�n�k f �
1

n � k

ņ

i�k�1

f pXi q, f P F .

Analogous to Csörgő and Horváth (1997, Section 2.6), we define the
process

Dnps, f q �
?
n λnpsq t1 � λnpsqu

�
Ptnsuf � P�n�tnsuf

	
, s P r0, 1s, f P F ,

where λnpsq � tnsu{n and with the convention that P0f � 0 and
P�0f � 0 for all f P F .
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Application to change-point detection II
Notice that, under the null hypothesis, for any s P r0, 1s and f P F ,
we have

Dnps, f q � t1 � λnpsquZnps, f q � λnpsqtZnp1, f q � Znps, f qu
� Znps, f q � λnpsqZnp1, f q. (3)

With resampling in mind, we define two multiplier versions of Dn

based on the multiplier versions of Zn defined in the previous
subsection. For any s P r0, 1s and f P F , let

qDnps, f q � t1 � λnpsquqZnps, f q � λnpsqtqZnp1, f q � qZnps, f qu
� qZnps, f q � λnpsqqZnp1, f q,

and, following Gombay and Horváth (1999), let

pDnps, f q � t1 � λnpsqupZnps, f q � λnpsqpZ�nps, f q, (4)

Ivan Kojadinovic (UPPA) AMMSI Workshop Pau, January 2013 17 / 40



Application to change-point detection III

where pZ�nps, f q � 1?
n

ņ

i�tnsu�1

pξi � ξ̄�n�tnsuqf pXi q (5)

with

ξ̄�n�tnsu �
1

n � tnsu

ņ

i�tnsu�1

ξi ,

and ξ̄�0 � 0 by convention.

Notice that the process pZ�n defined above is, up to a small error term
vanishing as n Ñ8, the version of the process ps, f q ÞÑ pZnp1 � s, f q
computed from the “reversed” sequence
pξn,Xnq, pξn�1,Xn�1q, . . . , pξ1,X1q.
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Application to change-point detection IV

The following two results extend Theorems 2.1, 2.2 and 2.3 of
Gombay and Horváth (1999) and suggest, for large n and under the
null hypothesis, to interpret each of pDn and qDn as an “almost”
independent copy of Dn.

Theorem

Assume that H0 holds and that F is P0-Donsker with measurable envelope
Fe such that P0F

2
e   8. Then, pDn, pDn, qDnq pDP0 ,D1

P0
,D1

P0
q in

t`8pr0, 1s � Fqu3, where DP0ps, f q � ZP0ps, f q � sZP0p1, f q, s P r0, 1s,
f P F , and D1

P0
is an independent copy of DP0 .
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Application to change-point detection V

As we continue, for any J : F Ñ R, supf PF |Jf | will be denoted by
}J}F . Also, for any sequence of maps Y1,Y2, . . . , each from Ω to R,
we say that the sequence Yn is bounded in outer probability if, for any
ε ¡ 0, there exists M ¡ 0 such that supnPN P� p|Yn| ¡ Mq   ε.

Theorem

Assume that H1 holds with k� � tntu for some t P p0, 1q and that F is P1

and P2-Donsker with measurable envelope Fe such that P1F
2
e   8 and

P2F
2
e   8. Then,

(i) supsPr0,1s }n
�1{2Dnps, f q � Ktps, f q}F

P�
Ñ 0,

where Ktps, f q � pP1f � P2f qps ^ tqt1 � ps _ tqu,

(ii) supsPr0,1s }
pDnps, f q}F is bounded in outer probability,

(iii) qDn converges weakly in `8pr0, 1s � Fq.
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Application to change-point detection VI

The previous result will be used in the next section to show that
various tests for change-point detection based on Dn will tend to
reject H0 under H1 as n increases.
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Tests for change-point detection à la Gombay and Horváth
I

The aim of this section is to use the results of the previous section to
derive tests for change-point detection in the spirit of those proposed
by Gombay and Horváth (1999).

Among the many possible choices for F , we consider the following
two:

(C1) the collection O of indicator functions of lower-left
orthants in Rd , where

O � tfxpyq � 1py ¤ xq : x P Rdu;
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Tests for change-point detection à la Gombay and Horváth
II

(C2) the collection H of indicator functions of half-spaces in
Rd , where

H � tfa,bpyq � 1paJy ¤ bq : a P Sd , b P Ru

and Sd is the subset of Rd composed of vectors with
Euclidean norm one.

It is well-known that lower-left orthants and half-spaces are
Vapnik-Čhervonenkis classes of sets. Consequently, O and H are
P-Donsker for any law P (see e.g. van der Vaart and Wellner, 2000;
Kosorok, 2008).

As we continue, in the case of choice (C1), for any s P r0, 1s and
fx P O, Dnps, fxq, pDnps, fxq and qDnps, fxq will simply be denoted by
Dnps, xq, pDnps, xq and qDnps, xq, respectively.
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Tests for change-point detection à la Gombay and Horváth
III

Similarly, in the case of choice (C2), for any s P r0, 1s and fa,b P H,

Dnps, fa,bq, pDnps, fa,bq and qDnps, fa,bq will be denoted by Dnps, a, bq,pDnps, a, bq and qDnps, a, bq, respectively.

In the framework under consideration, a change in the sequence
X1, . . . ,Xn can occur at any point k P t1, . . . , n � 1u.
A test for change-point detection could therefore be obtained by first
defining a test statistic for any possible change-point
k P t1, . . . , n� 1u, and then by combining the resulting n� 1 statistics
into a global statistic using some function from ψ : Rn�1 Ñ R.
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Tests for change-point detection à la Gombay and Horváth
IV

In the case of choice (C1), two natural possibilities for the n � 1
change-point statistics are respectively

Sn,k �
»
Rd

"
Dn

�
k

n
, x


*2

dFnpxq � 1

n

ņ

i�1

"
Dn

�
k

n
,Xi


*2

,

k P t1, . . . , n� 1u, where Fnpxq � Pnfx , x P Rd
, is the empirical c.d.f.

computed from X1, . . . ,Xn, and

Tn,k � sup
xPRd

����Dn

�
k

n
, x


���� � max
1¤i¤n

����Dn

�
k

n
,Xi


���� , k P t1, . . . , n�1u.
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Tests for change-point detection à la Gombay and Horváth
V

Two natural choices for the function ψ are the maximum and the
arithmetic mean which leads to the following four global statistics:

Sn,_ � max
1¤k¤n�1

Sn,k � sup
sPr0,1s

»
Rd

tDn ps, xqu2 dFnpxq,

Tn,_ � max
1¤k¤n�1

Tn,k � sup
sPr0,1s

sup
xPRd

|Dn ps, xq| ,

Sn,� � 1

n

n�1̧

k�1

Sn,k �
» 1

0

»
Rd

tDn ps, xqu2 dFnpxqds,

Tn,� � 1

n

n�1̧

k�1

Tn,k �
» 1

0
sup
xPRd

|Dn ps, xq|ds.

Note that Tn,_ is the global statistic used in Gombay and Horváth
(1999).
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Tests for change-point detection à la Gombay and Horváth
VI

In the case of choice (C2), for any k P t1, . . . , n � 1u, we first define

Un,k �
»
S�d

»
R

"
Dn

�
k

n
, a, b


*2

dFa,npbqda

�
»
S�d

1

n

ņ

i�1

"
Dn

�
k

n
, a, aJXi


*2

da,

where S�d � ta P Sd : a1 ¡ 0u and, for any a P S�d , Fa,n is the
(univariate) empirical c.d.f. computed from the projected sample
aJX1, . . . , a

JXn, and

Vn,k � sup
aPS�d

sup
bPR

����Dn

�
k

n
, a, b


���� � sup
aPS�d

max
1¤i¤n

����Dn

�
k

n
, a, aJXi


���� .
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Tests for change-point detection à la Gombay and Horváth
VII

As in the case of choice (C1), this leads to four global statistics
depending on whether the change-point statistics are combined using
the maximum or the arithmetic mean, i.e.,

Un,_ � max
1¤k¤n�1

Un,k � sup
sPr0,1s

»
S�d

»
R
tDn ps, a, bqu2 dFa,npbqda,

Vn,_ � max
1¤k¤n�1

Vn,k � sup
sPr0,1s

sup
aPS�d

sup
bPR

|Dn ps, a, bq| ,

Un,� � 1

n

n�1̧

k�1

Un,k �
» 1

0

»
S�d

»
R
tDn ps, a, bqu2 dFa,npbqdads,

Vn,� � 1

n

n�1̧

k�1

Vn,k �
» 1

0
sup
aPS�d

sup
bPR

|Dn ps, a, bq|ds.
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Tests for change-point detection à la Gombay and Horváth
VIII

In our Monte Carlo experiments, the integral and the supremum over
a P S�d in the definitions of Un,k and Vn,k , respectively, were
approximated numerically based on a uniform discretization of S�d
into m points.

Notice finally that the change-point statistics Sn,k and Un,k (resp.
Tn,k and Vn,k) coincide when d � 1 since S�1 � t1u.
Let us now explain how approximate p-values for these statistics can
be computed using the multiplier processes pDn and qDn.

For the sake of brevity, we present the approach and state the key
results only for Sn,_ as the cases of the other seven global statistics
are similar.

Let N be a large integer and let ξ
pjq
i , i P t1, . . . , nu, j P t1, . . . ,Nu, be

i.i.d. random variables with mean 0 and variance 1 satisfying³8
0 tPp|ξ

pjq
i | ¡ xqu1{2dx   8, and independent of X1, . . . ,Xn.
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Tests for change-point detection à la Gombay and Horváth
IX

Also, for any j P t1, . . . ,Nu, let pDpjq
n (resp. qDpjq

n ) denote the version ofpDn (resp. qDn) computed from ξ
pjq
1 , . . . , ξ

pjq
n .

Moreover, for any j P t1, . . . ,Nu, let

pS pjqn,_ � sup
sPr0,1s

»
Rd

!pDpjq
n ps, xq

)2
dFnpxq

and qS pjqn,_ � sup
sPr0,1s

»
Rd

!qDpjq
n ps, xq

)2
dFnpxq.
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Tests for change-point detection à la Gombay and Horváth
X

The following result is then essentially a corollary of Theorem 2.

Proposition

Under H0,�
Sn,_, pS p1qn,_, . . . , pS pNqn,_ , qS p1qn,_, . . . , qS pNqn,_

	
 
�
S_, S

p1q
_ , . . . ,S

pNq
_ , S

p1q
_ , . . . ,S

pNq
_

	
in r0,8qp2N�1q, where

S_ � sup
sPr0,1s

»
Rd

tDP0ps, xqu2dF0pxq

is the weak limit of Sn,_, F0 is the c.d.f. corresponding to P0, and

S
p1q
_ , . . . ,S

pNq
_ are independent copies of S_.
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Tests for change-point detection à la Gombay and Horváth
XI

The previous proposition suggests interpreting the pS pjqn,_ (resp. theqS pjqn,_) under the null hypothesis as N “almost” independent copies of
Sn,_ and thus computing an approximate p-value for Sn,_ as

1

N

Ņ

j�1

1
�pS pjqn,_ ¥ Sn,_

	
or as

1

N

Ņ

j�1

1
�qS pjqn,_ ¥ Sn,_

	
. (6)

Proposition

Assume that H1 holds with k� � tntu for some t P p0, 1q. Then,
Sn,_

P�Ñ �8 while, for any j P t1, . . . ,Nu, pS pjqn,_ and qS pjqn,_ are bounded in
outer probability.

A consequence of the previous proposition is that, under H1, the
approximate p-values for Sn,_ will tend to zero in outer probability.
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Tests for change-point detection à la Gombay and Horváth
XII

As mentioned earlier, results analogous to the previous can be
obtained for Sn,�, Tn,_, Tn,�, Un,_, Un,�, Vn,_ and Vn,�.
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Practical recommendations and illustration I

From the results of our Monte Carlo experiments, the tests based onqSn,_ and qTn,� seem good choices in the univariate case, while the

test based on qVn,� seems to be a good one in the multivariate case.

As an illustration, we applied the tests based on the processes qDpjq
n to

the trivariate hydrological data collected at the Ceppo Morelli dam,
Italy, studied in Salvadori et al. (2011).

The data consist of annual maxima for 49 years (in the range
1937–1994) of three variables: L (dam reservoir water level in m), Q
(peak flow in m3.s�1) and V (peak volume in 106 m3).

We first tested for a change in the distribution of (L,Q,V). The

approximate p-values of the eight tests based on the processes qDpjq
n

are given in the first line of the next table.

For a detailed description of the data, see Section 2 of Salvadori et al.
(2011).
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Practical recommendations and illustration II
Table: Approximate p-values of the tests based on the processes qDpjq

n for the
trivariate hydrological data under consideration. The trivariate (resp.
bivariate) tests based on half-spaces were run with m � 32 (resp. m � 8).
The approximate p-values were computed from N � 10, 000 multiplier
realizations.

Variables qSn,_ qSn,� qTn,_
qTn,�

qUn,_
qUn,�

qVn,_
qVn,�

(L,Q,V) 0.114 0.120 0.015 0.028 0.010 0.010 0.004 0.006
L 0.479 0.314 0.510 0.236

(Q,V) 0.024 0.028 0.012 0.012 0.015 0.014 0.004 0.007

Since there are both physical and statistical reasons to believe that L
is independent of (Q,V) as explained in Salvadori et al. (2011), as a
second step, we tested for a change in the distribution of L and in the
distribution of (Q,V) separately. The obtained approximate p-values
are reported in the second and third lines of Table 1.

As can be seen from the results of the test based on qVn,�, there is
strong evidence of a change in the distributions of (L,Q,V) and (Q,V).
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Practical recommendations and illustration III

From the second line of Table 1, we see that, on the contrary, there is
no evidence of a change in the distribution of L. The latter finding is
completely consistent with the fact that the variability of L is mainly
due to the management policy of the reservoir which is constant over
time.

Indeed, as explained in Salvadori et al. (2011), the target of the dam
manager is to keep a high water level in order to maximize electricity
production.

As classically done in the literature, under the hypothesis of a single
break in a distribution, the change-point can be estimated by one of
arg max1¤k¤n�1

qSn,k , arg max1¤k¤n�1
qTn,k , arg max1¤k¤n�1

qUn,k or

arg max1¤k¤n�1
qVn,k depending on which test one wants to consider.

For instance, the last estimator gives 31 for both pL,Q,V q and
pQ,V q, which corresponds to a change after the year 1976.
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Practical recommendations and illustration IV

Finally, let us mention that the approach based on multivariate
empirical c.d.f.s considered in Csörgő and Horváth (1997, Section
2.6) and in Gombay and Horváth (1999) has been extended by Inoue
(2001) to serially dependent observations, although the latter work is
not aware of the former ones.

A future research direction would be to study generalizations as such
proposed in this work in the setting considered by Inoue (2001).
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